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ABSTRACT
In this paper, we describe a tangible interface that can realize
touch operations on a physical object. We printed physical
objects that have conductive striped patterns using a multi-
material 3D printer. The ExtensionSticker technique allows
the user to operate capacitive touch-panel devices by tapping,
scrolling, and swiping the physical object. By shaping the
structure of conductive wiring inside a physical object, a vari-
ety of interfaces can be realized. We examined the conditions
for using our proposed method on touch-panel devices.
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PROPOSED METHOD
In [1], we proposed “ExtensionSticker”, to extend a touch in-
terface. It comprises a sticker printed with a striped pattern
using a conductive ink. The user attaches the sticker with its
striped pattern onto the edge of a touch-panel display. When
the user touches one side of this conductive pattern, a touch
input can be generated on the touch panel attached to the other
side of the conductive pattern. This method can not only gen-
erate a touch input at specific locations but can also perform
continuous touch input operation such as scroll operations.

In this study, we propose a tangible user interface that can
realize touch operations on the face of a physical object (Fig-
ure 1). Our method adapts the ExtensionSticker technique to
enable the user to generate touch input by touching on the
face of the physical object. We printed a tangible interface
that has a striped pattern using a multi-material 3D printer
that uses both conductive and non-conductive materials. Pre-
vious studies have employed a variety of tangible interfaces
that use touch-panel devices [2, 4]. The novelty of our pro-
posed method is that it not only recognizes the position and
direction of the object but also operates a touch-panel device
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Figure 1. (a,b) Scrolling interface, (c) Dial interface, (d) Knob interface.

using tap, scroll, swipe, and rotate operations. In addition, by
modifying the structural shape of conductive wiring inside the
physical object, a variety of interfaces can be realized. Uti-
lization of a 3D printer enables us to realize more varied inter-
actions than those realized using only ExtensionSticker. The
ExtensionSticker technique has a limitation whereby a touch
input can occur unintentionally in the wiring area of the con-
ductive pattern because the conductive pattern is printed on
the same sheet surface. Thus, the user has to attach the Exten-
sionSticker onto the edge of the touch-panel display. When
the user touches the face of the physical object, touch input
can be generated at the point where the touch-panel display
and the physical object are in contact. This allows the user
to control a touch-panel device by tapping or scrolling on the
face of the physical object. By shaping the structure of con-
ductive wiring inside the object, we can create a variety of
input / output patterns in order to realize tangible interfaces,
such as a scrolling interface by using rotational manipulation.

We generated a separate 3D model for each of the filaments
being used in order to enable simultaneous 3D printing from
conductive and non-conductive parts. It is possible to output
objects by using different types of filaments by loading the
two models that were created and executing each of their re-
spective filament settings. At present, however, it does not al-
low wires that are being 3D printed to come into contact with
each another because of their conductive filaments. On the
other hand, there is a quality degradation of the mold when
outputting with a FDM 3D printer that has two hot ends.
There is a possibility that adjacent conductive wires could
come into contact with each other because of the gunk origi-
nating from the filament overflow at the printer head. These
problems can be resolved to a certain extent by adjusting the
quality settings of the slicer software and by adjusting the
parameters of the amount of filament being output. In addi-



tion, in this research we also output objects that overcome the
aforementioned limitations by making the wiring as thin as
possible and by expanding the spaces in between the wires as
much as possible.

EXPERIMENTAL EVALUATION
It is necessary to ensure that each conductive portion is suffi-
ciently thin to ensure a touch input is not generated by touch-
ing a stand-alone portion. Moreover, the spacing between ev-
ery two portions is required to be sufficiently narrow to gener-
ate a touch input through touching multiple portions. There-
fore, we conducted an experiment to evaluate the recognition
accuracy of tap and scroll operations using a physical object.
In [1], we suggested that the touch input cannot be generated
properly if the distance between the portion that is touched
by a finger and attached with the touch panel is too long.
Therefore, we evaluated the proposed set-up to confirm the
height of the interface that can generate a touch input prop-
erly. We based the design of tangible interfaces on parameters
that were established in [1]. We designed the thickness of the
conductive and non-conductive portions of the striped pattern
to be 0.5 mm. The striped patterns have different combina-
tions of interval (1.0, 2.0, 3.0, 4.0 mm) and height (10.0, 50.0
mm). Assuming the size of a human finger, we set the depth
of the striped pattern to 10.0 mm, and the width to 50.0 mm.

For evaluating the tap operations, the participants tapped on
specific locations on each object. Recognition mistakes were
recognized as errors, and the recognition rate was recorded.
Each participant performed the tap operations 20 times for
each object. In all the experiments, the participants were
given objects in a random order. In the scroll operations, a
bar that moves at a constant speed from the left edge to the
right edge of the display was demonstrated. The participants
performed scroll operations on the object using the bar’s lo-
cation as a guide. Interruptions in a touch input task when
the bar was moved between the start and end positions were
recognized as errors, and the corresponding recognition rate
was recorded. Scroll operations were performed 10 times for
each object. The experiment involved five participants, all of
whom were university undergraduate and graduate students
with experience in using smartphones. Each experiment was
performed using MS Surface Pro 3 (2160×1440, 12 inch).
Objects were attached to the display using a 10 mm wide
double-sided tape (Nichiban NW-10, 0.09 mm thickness).
They were printed using conductive PLA (Graphene 3D Lab.)
and non-conductive ABS materials (Bonsai Lab. Inc.). The
volume resistance of conductive filament was 0.6 Ω· cm. We
printed the objects using an FDM-based 3D printer (BS01
Dual ABS/PLA Model1, Bonsai Lab, Inc.). The maximum
build-size is 150×130×100 mm, and hot end nozzle diame-
ter is 0.40 mm. The 3D Printing software used Repetier-Host,
and Slicing Software is Slic3r. Molding temperatures of con-
ductive and non-conductive material are 190 ◦C and 220 ◦C,
respectively.

The results of the experiment evaluating tap and scroll opera-
tions is shown in Figure 2. In the tap operations, the 1.0 mm
and 2.0 mm intervals achieved 100% accuracy. In the scroll
1https://www.bonsailab.asia/about.html

operations, the recognition rate was high for the 1.0 mm inter-
val (100%), and 2.0 mm interval (over 90%). When the height
was 50.0 mm, both operations achieved high recognition ac-
curacy (over 80%) when the interval was 1.0 mm. In the tap
and scroll operations experiment, our results show that the
recognition accuracy dropped as the spacing and height were
increased, for each device. We obtained a wide variation in
the results in terms of recognition accuracy for objects with
spacing intervals of 3.0 mm and 4.0 mm and height of 10.0
mm and objects width spacing intervals of 1.0 mm and 2.0
mm and height of 50.0 mm. Based on the experiment where
the interval spacing was 0.5 mm, we observed that objects
with 1.0 mm intervals can be considered suitable. However,
objects with height greater than 50.0 mm are considered to
have very low recognition accuracy.

Figure 2. Experiment comprising tap and scroll operations at 10.0 mm
and 50.0 mm height.

INTERFACE EXAMPLE
Figure 1a shows a scrolling interface. By sliding the surface
of the objects, it is possible to scroll the content in the cor-
responding direction. Moreover, it is possible to perform a
scrolling gesture by sliding the along the lateral direction.
Placing multiple conductive points is a method proposed in
previous studies [2, 4], which can realize an interface that
can recognize the position and direction of the object. This
interface is covered with conductive material on the face it-
self, and it is connected to multiple touch points. Figure 1b
shows one such application intend for kids. It is possible to
drag and change the direction of the duck. When users slide
their finger along its body, the duck sings, like a virtual pet
application for GaussBricks [3]. Figure 1c shows a dial in-
terface. This interface has multiple conductive lines that are
placed in a circular shape on the top of the object; these lines
are connected with the conductive striped pattern placed on
the bottom of the object. When the user performs a circular
operation, continuous touch input can be generated. Figure
1d shows a knob interface that utilizes a dial interface. This
interface also has multiple conductive lines that are placed
in a circular shape. These conductive lines are exposed on
the side of the interface, which results in the generation of
a touch input by turn operation on the side of the object. A
knob interface used on the capacitive touch-panel devices has
already been proposed [4]. However, compared with these
studies, our method is fundamentally different. For example,
it is possible to use the knob interface as volume knob for
music applications.
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